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Executive summary

Artificial intelligence (AI) describes machines that can simulate some forms of human intelligence, such as identifying patterns and making predictions and decisions. Today, AI is used by organizations across many sectors for a variety of purposes, from hiring employees, to assessing risk, to making investment recommendations, to recommending criminal sentencing. However, it is well-known that social relations and contexts are reflected and reproduced in technology, and AI is no exception: it has the potential to reinforce underlying biases, discrimination, and inequities. Although AI can be used to benefit marginalized groups, a concerted focus on equity in AI by businesses and governments is necessary to mitigate possible harms. Here we provide a resource for scholars and practitioners for viewing AI through the lens of equity, with the objectives of synthesizing existing research and knowledge about the connection between AI and (in)equity and suggesting considerations for public and private sector leaders to be aware of when implementing AI.

The key insight: AI is a double-edged sword, with potential to both mitigate and reinforce bias:

- Because AI uses statistical prediction methods that can be audited, it has the potential to create outcomes that help groups facing marginalization in situations where human decisions may be clouded by cognitive biases.
- Despite this potential, because inequality and inequity are often reflected in technologies, some AI can and has reinforced marginalization of certain groups, such as women, gender minorities, and racialized and low-income communities. AI-powered products and services may use biased data sets that reproduce this bias; amplify stereotypes and marginalization, sometimes for profit; and/or widen asymmetries of power.
- The reinforcement of inequity and inequality has occurred because of embedded bias or significant omissions in datasets; the complexity and trade-offs involved in aligning AI with social values when profits are also at stake; a lack of transparency from those creating and implementing AI; a lack of accountability to the public or other users of AI; and limited participation by marginalized and diverse groups in the technology sector.
- There are also varied potential impacts of AI and automation on jobs and labour. It is possible that women, racialized, and low-income groups may be more susceptible to job loss or displacement due to automation across an increasing number of blue-, white- and pink-collar jobs.

These results suggest the following considerations for businesses and governments:

- Technology companies and governments can focus on initiatives for equitable representation in AI development
- Creators, researchers and implementors of AI can prioritize aligning AI with social values such as fairness, despite possible trade-offs for efficiency and profit
- Governments can create policies for AI that prioritize accountability and transparency, and require organizations to adhere to these principles
- Governments and companies can work towards economic security for workers who are being doubly impacted by new technologies and a global pandemic through attention on reskilling and/or upskilling programs
- Academic researchers can deepen knowledge on AI and inequity, such as by continuing cross-disciplinary work on the social, political and environmental impacts of AI and developing new and different alternatives that prioritize mitigation of harm.
An Equity Lens on Artificial Intelligence

Introduction

Artificial intelligence, or AI, describes machines that can simulate some forms of human intelligence. Some conceptualizations of AI refer to machines that act indistinguishably from humans, while others focus more on machine learning that can identify patterns, achieve an optimal outcome to a given problem, and/or make predictions and decisions based on prior information.1 AI uses algorithms to achieve these outcomes, usually “learning” from large data sets and adjusting and improving based on new data. While AI is not a new or recent concept, today it is embedded in people’s lives and is only becoming more pervasive.

AI is used by organizations across all sectors for a variety of purposes, such as hiring employees, performing surgeries, tutoring various subjects in schools, making decisions about criminal sentencing, automating driving, and predicting where crime will occur. It is used to make recommendations for what people watch on television or the music they listen to, to select display results on online search engines.2 This is not an exhaustive list; in fact, it may be difficult to find a sector or field today where AI is not involved in some respect. AI has become ubiquitous to the point that some researchers have suggested that it has become a new type of infrastructure. Rather than being a physical product or an institution, such as roads or education systems, it is immaterial and often invisible, but it is nevertheless a “moderator of social relations, practices, and actions,” including the distribution of power.3 Social relations and values are reflected and reproduced in technology, and AI is no exception. This also means that enduring bias, discrimination, and inequality that are deeply rooted in society may also be deeply rooted in this technology.4

While such new technologies are altering the way the economy, organizations, and society function, communities across Canada continue to grapple with social, economic, and political inequality and inequities which may amplify or be amplified by the impacts of AI. In 2020 and 2021, the economic impacts of the COVID-19 pandemic have been felt most acutely by groups who were already marginalized, particularly women, racialized communities, and those experiencing low income. Researchers and policy analysts have suggested that recovery policies must be especially attuned to these groups to prevent rising inequality.5

Understanding the impacts of AI on the economy and society in Canada, especially in the context of the economic downturn caused by the COVID-19 pandemic, means understanding its impacts on marginalized groups. AI can potentially be used innovatively to lead to outcomes that benefit diverse communities. However, research has also shown that a focus on equitable AI for organizations and policymakers is necessary to mitigate harm.

Many disciplines and organizations are engaged in this discourse, with numerous perspectives coming from fields as diverse as law, computer science, and philosophy. By the time of publication, new research will likely have emerged. This is therefore not intended to cover all literature on this topic, but to provide a resource that highlights debates, questions, and issues, explores the “why” and “how” of AI’s impact on equity and equality, and conveys considerations for leaders, policymakers, and students on current and future AI use. Marginalization occurs based on numerous social locations and their intersections, such as gender, race, Indigeneity, socioeconomic status, immigration status, ability, and religion. However, the focus in the synthesis is primarily relating to gender and race, as a limited scope was necessary for its purpose. Nevertheless, the authors acknowledge that technology affects those with different social identities in varied ways, and that further research is necessary to understand these impacts more comprehensively.6

A double-edged sword: AI and (in)equity

The potential of AI

AI has the potential to result in improved outcomes for people across all sectors. Ideally it removes the possible impacts of human error by making accurate predictions and assisting humans with decision-making. For example, in workplaces, AI used in hiring could unbiasedly find the best candidate for a position; used in healthcare, it can help diagnose diseases such as dementia, and identify treatments; for financial institutions, it can predict likelihood of people defaulting on mortgages; for governments, it can assess refugee cases to result in more just outcomes for claimants.

The prediction power of AI is significant considering that humans’ predictions and decisions are clouded by cognitive and other biases. People often do not fully understand why they make certain predictions, and their intuition can be impacted by their prior experiences or opinions. As researchers have noted, statistical prediction techniques as undertaken using AI tend to outperform prediction that is undertaken by humans with expertise and experience.7 Further, human prediction and decision-making is often opaque – it is difficult to understand and probe the various factors that influence people. Human decision-making is also hard to audit. Thus, to the extent that algorithms can be audited and changed, AI could be a tool for mitigating discrimination, bias, and other forms of marginalization. That is, it is possible they could “turn into a powerful counterweight to human discrimination and a positive force for social good of multiple kinds.”8

1 Other conceptualizations of artificial intelligence refer to machines that can simulate some forms of human intelligence, such as machines that can think, reason, learn, and/or feel. Some conceptualizations of AI refer to machines that act indistinguishably from humans, while others focus more on machine learning that can identify patterns, achieve an optimal outcome to a given problem, and/or make predictions and decisions based on prior information. AI uses algorithms to achieve these outcomes, usually “learning” from large data sets and adjusting and improving based on new data.

2 While AI is not a new or recent concept, today it is embedded in people’s lives and is only becoming more pervasive.

3 AI has become ubiquitous to the point that some researchers have suggested that it has become a new type of infrastructure. Rather than being a physical product or an institution, such as roads or education systems, it is immaterial and often invisible, but it is nevertheless a “moderator of social relations, practices, and actions,” including the distribution of power.

4 Social relations and values are reflected and reproduced in technology, and AI is no exception. This also means that enduring bias, discrimination, and inequality that are deeply rooted in society may also be deeply rooted in this technology.

5 Understanding the impacts of AI on the economy and society in Canada, especially in the context of the economic downturn caused by the COVID-19 pandemic, means understanding its impacts on marginalized groups. AI can potentially be used innovatively to lead to outcomes that benefit diverse communities. However, research has also shown that a focus on equitable AI for organizations and policymakers is necessary to mitigate harm.

6 Many disciplines and organizations are engaged in this discourse, with numerous perspectives coming from fields as diverse as law, computer science, and philosophy. By the time of publication, new research will likely have emerged. This is therefore not intended to cover all literature on this topic, but to provide a resource that highlights debates, questions, and issues, explores the “why” and “how” of AI’s impact on equity and equality, and conveys considerations for leaders, policymakers, and students on current and future AI use. Marginalization occurs based on numerous social locations and their intersections, such as gender, race, Indigeneity, socioeconomic status, immigration status, ability, and religion. However, the focus in the synthesis is primarily relating to gender and race, as a limited scope was necessary for its purpose. Nevertheless, the authors acknowledge that technology affects those with different social identities in varied ways, and that further research is necessary to understand these impacts more comprehensively.

7 The prediction power of AI is significant considering that humans’ predictions and decisions are clouded by cognitive and other biases. People often do not fully understand why they make certain predictions, and their intuition can be impacted by their prior experiences or opinions. As researchers have noted, statistical prediction techniques as undertaken using AI tend to outperform prediction that is undertaken by humans with expertise and experience.

8 Further, human prediction and decision-making is often opaque – it is difficult to understand and probe the various factors that influence people. Human decision-making is also hard to audit. Thus, to the extent that algorithms can be audited and changed, AI could be a tool for mitigating discrimination, bias, and other forms of marginalization. That is, it is possible they could “turn into a powerful counterweight to human discrimination and a positive force for social good of multiple kinds.”
For example, researchers have shown that in the United States, judges commonly make errors about the likelihood that defendants released on bail will commit a crime, in part because of their biases and because of weighing a decision heavily on a current charge as opposed to other relevant information. Judges tend to treat high-risk defendants as low-risk if their current charge is minor and low-risk defendants as high-risk if their current charge is serious. This can lead to errors of two kinds, either unnecessarily high detention rates or high-risk offenders being released, increasing crime rates. Researchers have found that an algorithm created to statistically predict outcomes is more accurate than judges’ assessments of these cases, which could result in less unnecessary detention and/or fewer crimes. Further, because algorithms can be adjusted to optimize specific outcomes, this type of AI could be implemented with the goal of decreasing detention that significantly impacts racialized communities. That is, it could be programmed to reduce racial disparities in detention rates while maintaining the same crime rate. A similar example is in an algorithmic tool used by Allegheny County’s Office of Children, Youth and Families in Pennsylvania. It aims to predict children’s risk of harm that call screeners may be unable to do quickly and as accurately, thus aiding by better directing resources to high-risk cases. The New York Times reported in 2018 that with the tool, high-risk calls are screened in more often and the percentage of low-risk cases needlessly investigated has dropped.

Researchers have also suggested that an assistive AI system that has been used in refugee cases could reduce decisions that harm asylum seekers. Again, decisions about refugee cases are made by humans in what could be opaque, uncertain, and biased circumstances, often because of limited data about a claimant. This can result in asylum being denied where it should not have been. AI-based predictions can offer both a prediction and a probability that measures the degree of uncertainty of the prediction. Thus, its use in refugee processing would make explicit the uncertainties in the data informing decision-making for refugee claimants, for instance by demonstrating that there is not enough data to accurately conclude that a claimant will not be persecuted if they return to their home country. If legal structures shifted to resolve doubt in the claimant’s favour rather than at their disfavour – which would require political will and change – such an AI system could help ensure that refugees are not denied necessary protections based on humans error.

The overarching insight here is that, because algorithms and the information leading to their predictions can be programmed with specific decision parameters and later audited, they can assist in shifting circumstances of inequity and marginalization that human decision-makers may otherwise not address. However, researchers and advocates have shown that when AI is used in practice, it often does not act as the hoped-for counterweight to discrimination but instead can reinforce it. Societal inequality can and is replicated in AI, and mitigating this can be challenging. For instance, the risk assessment tool used for child services in Allegheny County has been critiqued for disproportionately impacting poor families: the algorithm uses poverty as an indicator of high risk for neglect and abuse, when this is in fact an unfair assumption. Similarly, a study of algorithmic risk assessment used in assessing criminal defendants in Florida found that it incorrectly scored Black defendants as future criminals at twice the rate as white defendants, partly because race is closely correlated to factors deemed high risk, such as joblessness. Further, people may not adhere to the assessments given by predictive tools. A study of a risk assessment tool in Kentucky’s criminal justice system suggested that judges are more prone to overriding algorithmic recommendations for Black defendants than defendants of other races, leading to harsher bond conditions for Black defendants compared to similar white defendants. These examples suggest that power relations and inequality embedded in society shape the data that are inputs to the algorithms, the algorithms themselves, and the way algorithms are used. This means that the transformative potential of AI comes with significant risks and challenges, many of which researchers and advocates are currently working to address.

**AI and inequitable impacts**

Technology and AI systems are not neutral or objective but exist in a social and historical context that can marginalize certain groups, including women, racialized and low-income communities. As such, there are many examples of the ways in which AI systems can reproduce existing biases and marginalization. This may occur through biases or gaps in data used to train algorithms, as well as through the implementation of AI-powered products and services in ways that reinforce stereotypes, marginalization, and global power relations.

**Biases and gaps in data**

Because bias and inequality exist across all levels of society, it follows that the data on which some AI is built contains such biases, which AI may then reproduce. Attention to the reproduction of gender discrimination through AI is not new, yet it remains a persistent challenge. In the 1970s and 1980s, a medical school in the United Kingdom used a computer program to screen applicants. It ended up rejecting women and those with non-European-sounding names because the algorithm was based on prior data about successful applications where such candidates were poorly represented. Similarly, in 2015, Amazon developed a now-defunct AI recruiting system that was found to have eliminated some women from candidacy, again based on previous hiring patterns in which men dominated.

The same issues have occurred for racial gaps in data. In healthcare, an AI system used for detecting cancerous skin lesions was trained on a database containing mostly light-skinned populations, rendering it less likely to work on those with darker skin. Racial and gender bias in data also intersect to replicate oppression of racialized women. Recently, researchers identified how AI facial recognition software from IBM, Microsoft, and Face++ is less accurate for darker-skinned subjects and especially darker-skinned women, leading to a higher likelihood of their misclassification when compared to white men. Again, this came about because the data on which
they were trained did not have diverse racial and gender representation.\textsuperscript{39} Depending on what facial recognition software is used for, this error could reinforce the surveillance and mistaken identification of racialized people and especially racialized women.

It is not only “big tech” companies that face this data issue. AI is also used in the public sector in areas such as policing. A recent study has shown that several police jurisdictions in the United States are using racially biased data for predictive policing systems, which in turn make biased predictions about who will commit crimes and where they will be committed. This could differentially focus on communities of racial minorities that are already over-policed.\textsuperscript{20} This type of algorithmic policing is already being developed or used by several police forces across Canada as well as in airports, alongside surveillance technology that collects and monitors people’s data online or from images.\textsuperscript{21}

**Reinforcement of stereotypes and marginalization through AI’s implementation**

Harms through AI not only come about through problematic datasets but also in the way companies and organizations have designed and used it to reinforce stereotypes, marginalization, and erasure of certain groups. For instance, AI-powered facial analysis software has been used to propagate the false idea that people with certain facial features are prone to criminality, and that the software can identify these people. This opens dangerous possibilities for racialized communities who are already stereotyped as being inherently criminal.\textsuperscript{22} Researchers have further pointed to how common portrayals of AI, such as stock images and other representations of robots and robotics, tend to be racialized as white with Eurocentric appearances and voices. They suggest that this reproduces conceptions of intelligence, professionalism, and power as associated with whiteness. To the extent that AI and intelligent machines are often created to take over “dirty, dull, or dangerous jobs” that low-income, racialized people disproportionately take on, the whiteness of AI can also be seen as aiming to erase racialized people and their work.\textsuperscript{23} Another example is that AI-powered digital assistants, such as Amazon’s Alexa, Apple’s Siri, and Microsoft’s Cortana are named and gendered as women. Researchers have discussed how the gendering of this technology reaffirms the gender division of labour, where women are placed in caregiving and service roles to be commanded to fulfill household tasks.\textsuperscript{24} These feminized digital assistants act as both assistants and companions, ensuring users’ well-being in a friendly and empathizing manner, further entrenching stereotypes about women in subordination.\textsuperscript{25}

In some cases, the reinforcement of stereotypes through AI is explicitly tied to gaining profits. For example, a recent independent audit of Facebook’s algorithmic advertising delivery of job ads found that it perpetuates gendered job segregation based on current gender distributions in different job categories: e.g., a job ad for car sales associates was shown to more men than women, while the opposite was true for an ad for jewelry sales associates.\textsuperscript{26} Developers could adjust the ad delivery algorithm to compensate for data biases or could remove algorithmic delivery from job ads altogether. However, this would come in conflict with the technology companies’ short-term profit motives which are based on clicks on ads.\textsuperscript{27} Thus, addressing these biases will require leadership commitment to making change. Research has also investigated how the algorithms behind Google searches, the results of which many consider to be both neutral and factual, reinforce racist and sexist narratives about Black women. In her book Algorithms of Oppression, researcher Safiya Noble details how her Google search of “Black girls” led to first-page results showing pornography and sexual objectification of Black girls and women, revealing how Google’s algorithms reinforce oppression by pushing to the top results that will drive profit.\textsuperscript{28}

**Reinforcement of global power relations**

There is also new and ongoing research on the impacts of AI through a lens of global power relations. In particular, researcher Kate Crawford’s work discusses how AI is widening power asymmetries. She demonstrates that AI is an “extractive industry” which “depends on exploiting energy and mineral resources from the planet, cheap labor, and data at scale.”\textsuperscript{29} For instance, creating AI systems and software requires high consumption of energy and minerals, oil, and coal; and those creating its hardware may work in highly surveilled and dangerous conditions in factories. Such costs are borne by labourers in mining communities or outsourced manufacturers, while tech companies accumulate wealth and power.\textsuperscript{30} In this way, AI can also be viewed as contributing to inequality on a global scale.

Also important to note is that AI is currently being used for decision-making on immigration and refugee claims by Canada’s federal government, for example to evaluate applications and automate related activities. Even though there is the potential for it to create more accurate predictions for claimants, researchers have suggested that the complexity of refugee cases means that governments must assure that these decisions can be handled properly by AI. They have contended that AI used in such state apparatuses not only pose threats to privacy but could be interfering with rights to liberty and freedom from arbitrary detention, which in turn can have significant impacts on the lives of immigrants, migrants and refugees.\textsuperscript{31}

**Challenges in addressing inequity in AI**

Research suggests different explanations for the mechanisms by which AI can perpetuate dynamics of inequality and inequity. To address the biases that may be introduced through data or assumptions used in developing algorithms, purposeful effort must be made to correct them. The questions are: which social values should be written into machines, who decides, how should it be done, and how can makers and users of AI be held accountable? A lack of transparency for the public and a lack
of accountability of those developing and implementing AI can pose troubling scenarios for equity. Another influence is that AI is often created by companies that are not representative of marginalized groups and do not have their needs in mind.

**Which values? Complexity and trade-offs**

Teaching fairness and equity to algorithms is firstly challenging because these are highly complex concepts that must be articulated to a machine. That is, it is a difficult question as to how algorithms can be trained to adhere to social norms and values, many of which involve intricate structures such as law or culture. As researchers have asked, can we program AI such that taking certain wrongful actions would impose costs on it, just as humans avoid certain actions to avoid social penalties such as shame or guilt? Others have suggested that supervising algorithms can act as “moral compasses” for algorithms, monitoring for bias and changing them accordingly. But which values should be prioritized and in which cases? These questions are currently being tackled by those working on issues of ethical AI.

Secondly, there may be trade-offs with accuracy when programming such values into AI. For instance, an algorithm making predictions about who will default on credit loans would have to be explicitly programmed to reduce racial disproportionality, but this could result in less accurate predictions. Yet, not doing so would reinforce inequity, considering histories of disenfranchisement and oppression that have led to increased rates of poverty and financial insecurity for racialized communities. This then brings about the question as to whether AI use should be limited and where, as well as whether humans making the same decisions and predictions are more or less likely to perpetuate bias. As researchers have noted, “In the era of data and machine learning, society will have to accept, and make decisions about, trade-offs between how fair models are and how accurate they are…In fact, such trade-offs have always been implicitly present in human decision-making; the data-centric, algorithmic era has just brought them to the fore.” Engaging with these problems and connecting AI to social and historical contexts is essential as AI becomes ever more ubiquitous.

**Who decides? Diversity in AI teams**

Increased representation of those in marginalized groups in AI development could lead to more equitable outcomes for AI. While there are few studies on the impacts of diverse teams on creating more equitable products specifically, across a variety of sectors there are examples of teams led by women, racialized peoples, and other marginalized groups who have created products and services that are purposefully inclusive. For instance, Fenty Beauty, a cosmetics company founded by Barbadian pop star Rihanna, creates makeup shades for those with darker skin tones who have often been excluded from cosmetic lines; AccessNow, an app made by a founder with a disability, indicates to users the accessibility of different locations in a central information source. In the case of AI, products that have been tested and created by a homogenous group logically may not take others’ needs or perspectives into account. If a racially diverse team was working on facial recognition software, one can imagine they would have been likely to notice the potential for race-based misclassification.

Around the world, women are under-represented in computer science and computer engineering fields. Globally, only 22% of AI professionals are women. In Canada, despite a relatively high concentration of AI professionals compared to other countries, just 24% are women. Women comprise just 15% of AI research staff at Facebook and only 10% at Google. Data also show that visible minority STEM (science, technology, engineering, and math) graduates in Canada are significantly less likely than non-visible minority STEM graduates to work in a STEM occupation. Further, only 2.5% of Google’s full-time workers are Black, as are 4% of Microsoft’s.

Research has shown how gender and racial segregation of occupations relegates women and racialized people away from influential jobs in technology. Women and racialized groups in STEM professions have reported feeling constantly excluded in organizational culture and that they experience workplaces that are not flexible to caregiving needs. Technology workplaces may also relegate women to people-focused rather than technical roles, steering them away from jobs that would affect how technology is developed. Women and racialized groups have further reported facing blatant bias, erasure, and marginalization at work. In December 2020, Dr. Timnit Gebru, who was a leading AI research scientist at Google, made media headlines when she was fired for a paper she wrote on risks and harms of language models (i.e., AI trained on text data). Some have shown that her firing revealed abusive tactics, including gaslighting, dismissal, and discrediting—tactics that are commonly used against Black women who aim to advance justice, not only in technology but across society.

**How can we address bias in data?**

AI functions by “learning” from data sets: algorithms are created to mine data, analyze it, identify patterns and make predictions. Datasets may come from any number of sources including books, photos, health data, government agency data, or Facebook profiles. Societal biases and inequality are often embedded in such data, and AI will not promulgate social values such as fairness unless directly programmed to do so. Thus, if an AI hiring system is based on previous hiring data where few women were hired historically, the algorithm will perpetuate this pattern. Similarly, racialized and low-income groups are more likely to be subject to surveillance, for example when their neighbourhoods are heavily policed. As a result, AI used for predictive policing will be more likely to predict crime in an area which has been policed in the past more than others. As researchers note, “data acts to reinforce [people’s] marginality when it is used to target them for suspicion and extra scrutiny. Those groups seen as undeserving are singled out for punitive public policy and more intense surveillance, and the cycle begins again,” creating, in their words, a “feedback loop of injustice.”
On the other hand, data may also be biased due to omissions. For instance, data that is used for training AI systems on language may come from free public texts, such as books which only enter the public domain when authors died more seventy years previously. Since that literary canon is based on books written mainly by white, Western men, certain vocabulary and perspectives are omitted. Another example is that AI systems trained to recognize gender tend to have little or no data on transgender and non-binary people, potentially leading to misgendering. Datasets may also omit entire populations who do not have internet histories or social media presence, credit card histories, or electronic health records, leading to skewed results. Those omitted are often racialized communities, people with low socioeconomic status, and others on the margins.

Ensuring fairness in the data used for AI is a complex problem considering how inequality and inequity influence people’s lives in complex and overlapping ways. It is not effective to simply remove variables such as gender and race to avoid discrimination by algorithms, because proxy variables may end up creating the same impacts. Recently, Apple’s credit card was in the news because its algorithm appeared to give smaller lines of credit to women than men, even to those who were married and sharing assets. Initially, Apple and its banking partners said the results could not be biased because gender was not a variable in the algorithm, and that the credit scoring was gender blind. Ultimately, while an investigation into the Apple Card concluded it did not discriminate against women, experts noted that creating a gender-blind algorithm would not prevent gender discrimination from happening inadvertently.

As another example, a tool that a family services department uses to analyze children’s risk of harm may not take race into account, but other variables that are included such as poverty levels correlate strongly with race, so racial bias may not be removed even if race is not explicitly measured.

How can we assure accountability?
Research suggests that, in general, there is a lack of accountability to people who are being harmed by AI systems. That is, the scope of AI’s impacts as well as who is responsible for creating and mitigating them is often unclear. This suggests the need for more assessments and audits on what AI-driven products and services mean for people, including evaluations on how fair they are.

The first challenge for accountability is transparency. There is often a lack of transparency around AI systems’ purposes, their algorithms, and the data they use. This is sometimes called the “black box” problem, where the inscrutability of these systems can prevent public understanding of risks and impacts. If people are not aware of how algorithms are being used on them, then it is not possible to question or change their predictions and decisions. Even when AI is used by the public sector for processes as wide-ranging as surveillance and immigration decisions, the public may not have knowledge or ownership of it. As such, some researchers have proposed complete transparency of AI, where algorithms and/or data as well as the results they are aiming to achieve are available for public scrutiny. Helping the public understand how algorithms and AI are influencing their lives can be a step towards mitigating potentially harmful outcomes.

At the same time, there are debates around how transparent AI systems feasibly can be. Some researchers suggest that requiring such transparency would stifle the ability for companies to innovate because intellectual property would not be protected. Further, since algorithmic code is generally inscrutable for the average person, transparency may not necessarily increase people’s trust of AI nor decrease its harms. Software is also proprietary, and transparency may not be possible for security, safety, or legal reasons. Finally, governments or companies using algorithms may not want to share them for fear that people will figure out how to circumvent them or manipulate outcomes. Thus, transparency to benefit the public will need to be balanced with the benefits of intellectual property and innovation.

The second challenge for accountability is a lack of appropriate governance structures. Researchers are currently working on governance structures and auditing procedures that can be put in place within technology companies that explicitly evaluate an AI system in terms of social benefits and values. Even though many companies may already conduct audits on their AI, these are unregulated and not standardized, thus making it hard for users to assure any results of the audits are used to change the algorithms. Further, third-party researchers conducting audits tend to face many challenges: companies such as Google and Facebook create barriers to outside audits by prohibiting creating fake profiles for research purposes and often do not make necessary data available. Providing such access involves a balance of privacy and auditability. Third-party auditing is also costly and involves substantial time and effort.

Some researchers have proposed that there should be regulatory mechanisms ensuring companies and governments are held accountable for unfair and unjust impacts. If a law or policy were in place such that those who created and owned algorithms were held directly responsible for its outcomes, this might help ensure that AI is developed with ex ante considerations of its social impacts, rather than through ex post efforts to address harms after they have occurred. Policies that allow the public and civil society to intervene into AI development and its use in the public sector, such as through consultations that are inclusive of people outside of the technology sector, may also allow for more accountability.

AI, automation and employment
In addition to the conversations about bias in AI, there is a parallel discussion about the potentially inequitable effects that AI and automation more broadly will have on employment. Note that AI and automation are not identical: while automation tends to refer to any tasks that are done by machines, particularly mundane and repetitive ones, AI specifically refers to work done by machines that imitates human intelligence, making predictions or decisions. However, AI can be a form of or be directly involved in automation, so the evidence on automation and socioeconomic inequity is important here.
Research has suggested that automation will restructure or displace many jobs. One study has estimated that around 47% of employment in the US is at risk of automation, another estimates 42% of Canadian employment. Researchers have also estimated that in the United States, each additional “robot” (fully autonomous, programmable machine) per thousand workers reduces the employment-to-population ratio by 0.2 percent and wages by 0.42 percent. Further, analysts suggest that over the last thirty years, job displacement in the US as a result of automation was 16 percent, while there was only a 10 percent increase in new opportunities. These new opportunities often benefited high-skilled workers, leading to job loss and stagnating wages for lower-skilled workers. Workers whose jobs tend to be standardized and involve routine tasks, such as those in factories, retail, or some office employment, are more likely to be displaced by technology than jobs requiring manual dexterity, technological skills, or creative or emotional labour.

Some studies have therefore suggested that women and racialized groups will be relatively more impacted, due to their concentration in specific jobs and industries. A recent study from the United Kingdom found that women hold 70% of jobs at high risk of becoming automated. Women are overrepresented as cashiers, secretaries, bookkeeping clerks, receptionists, and accountants, among other occupations which are predicted to be at a high risk. Further, women are less likely than men to fill the high-paid jobs that increases in automation will require, such as computer scientists. Race and Indigeneity may also have an impact. In Canada, around 250,000 jobs that are held by Indigenous peoples are at risk of automation. Indigenous employment is more concentrated in industries such as accommodation and food services; retail; construction; and transportation, relative to those who are not Indigenous. Similarly, a recent study from the United States found that 31% of Latino workers and 27% of Black workers are concentrated in 30 occupations that are at high risk of automation, compared to 24% of white workers. Automation of labour may therefore particularly disadvantage groups that already face poverty and marginalization at disproportionate rates, and existing economic and social inequity may be exacerbated.

On the other hand, automation can cause employment growth or complement labour in various ways. In the past, automation in textile, steel, and automotive industries led to an increase in jobs in these sectors by reducing costs and thus increasing demand. However, jobs do not normally grow proportionally as fast as revenues. Across sectors, people are already working with automated machines, such as in healthcare, education, and the legal sector. The question about whether or not jobs will be replaced by automation is somewhat difficult to predict: whereas increased efficiency created by technology may reduce the number of jobs, sales growth driven by the increased efficiency may increase the demand for jobs. This can be seen in the case of Amazon which is increasingly using robots in its fulfillment centers to increase the efficiency of staff, but which is still hiring thousands of new staff to keep up with increased demand. Researchers have also shown that AI-powered digital platforms can increase the pool of employers and workers by removing barriers for employers to find workers, reducing transaction costs, and improving matching between employers and employees.

What is new with predictive AI is that it increasingly can substitute for many white-collar jobs that involve judgment and prediction, such as those in real estate, investment advising, legal professionals, and software developers. This is because skills such as document review, reading, writing, coding, and even teaching are becoming more commonly automated. Taxis and other driving services – a sector dominated by men – have also been “deconstructed” and transformed by technology companies such as Uber and Lyft. The impact is ambiguous as this substitution of tasks that involve prediction may also increase the need for labour for complementary tasks that are upstream or downstream from the automated task. One example is that using automation in radiology to interpret image results speeds up this task, but it also may result in an increased need for labour to communicate results and to decide on the actions to take following the prediction that the AI has made.

There is also research discussing how employers are using algorithms to control and direct workers. This has implications for how work is done as well as for new types of labour. Employers have been using algorithms to record worker behaviour in real time, e.g., calculating how long workers take to do tasks or monitoring how employees are communicating. They can also be used to measure productivity, predict and rate workers’ performances, make recommendations for employees when doing their tasks, and more. A familiar example here is Uber, which uses algorithms to suggest to drivers to rest if their driving seems erratic, or to remove them from the platform if they receive many low ratings. Such algorithmic use may lead to new occupations, such as analysts for the new data gathered through algorithms and engineers, developers, and technology support staff who design and manage algorithms. Simultaneously, this algorithmic use may have negative impacts on workers, including privacy invasion, increased stress and frustration, and lack of awareness of reasons for being fired or losing wages.

Thus, it will be important to study how these new technologies are affecting various professions, as well as to ensure worker adaptability to new norms and people’s ability to access new skills and training. That is, the workforce must have the skills required to take on new and different labour created by automation, as those who do not have skillsets to adjust and respond to technological change may face the most impact.

These changes in AI and automation are now intersecting with the impact of the COVID-19 pandemic. Women, racialized, and low-income groups have borne the brunt of job losses and economic instability from the COVID-19 pandemic’s fallout in Canada. Caregiving responsibilities have further hindered women’s participation in the workforce since the pandemic, and may hinder their ability to reskill or upskill to adjust to new technologies. Policymakers and organizations therefore have an opportunity to focus on strategies and policies that will ensure gainful, decent employment is attainable for all, especially in the context of a rapidly changing digital economy.
Implications for research, policy and practice

Given these considerations, research, policy and practice can be mobilized to understand and address the impacts of AI and ensure that it is implemented in an equitable and just way.

Regulation and policy

It is widely recognized that governments have some catching up to do to ensure AI is developed and used in a way that reduces harm for marginalized groups. More regulation is not a catch-all solution because it can often fall behind the fast pace of AI development. Thus, some researchers have suggested that regulation will be effective only if developers and others in the technology industry are making concerted efforts to reduce unfairness and injustice in the algorithms they create. Nevertheless, new laws or policies regulating AI could help protect people and craft a future that is more inclusive, where AI can “capitalize on human strengths” and complement humans rather than aiming to replace them.

To establish greater accountability, new policies or laws could ensure that it is clear who created, owns, and controls AI, thus attributing responsibility where there currently is little. Others have suggested that audits and impact assessments of AI should be mandatory and undertaken before and during AI implementation. Further, although there are debates around transparency, standard processes of “explainability” can still be put in place so that organizations provide justifications for decisions made about and by AI (including its purpose, design, and datasets) and disclose risks, such as through public records and published reports. Together these ideas suggest the need for stronger oversight of AI, where governments create regulatory bodies and/or frameworks that account for social and historical contexts in AI and comprehensively regulate practices.

In many countries, and through the work of AI ethics organizations, such frameworks and initiatives are already being implemented. In the United States, the Algorithmic Accountability Act was introduced in 2019, proposing that large companies must evaluate their algorithms for bias and the risks they pose to users. In 2021, the EU created a proposal for an Artificial Intelligence Act, “the first ever legal framework on AI.” Further, some researchers and advocates have recommended a comprehensive global framework that will broadly govern AI use, similar to those of universal human rights from the United Nations. The Toronto Declaration of 2018, led by Amnesty International and Access Now, is one example of a comprehensive statement of calls to action to uphold human rights in AI.

Canada is in the process of developing its own policies and frameworks. Following a $125 million investment in a Pan-Canadian Artificial Intelligence Strategy in 2017, the federal government developed a Directive on Automated Decision-Making and a public Algorithmic Impact Assessment. It further created an Advisory Council on Artificial Intelligence in 2019, although this council has notably been critiqued for lack of representation of racialized and other marginalized groups. The Office of the Privacy Commissioner of Canada has also recently made recommendations for updating the Personal Information Protection and Electronic Documents Act to better regulate AI, and in Ontario at the time of writing this report, public consultations are underway to create a provincial Trustworthy Artificial Intelligence Framework. The effects of these policy efforts for fairness, transparency and accountability are yet to be seen. Note, however, that as of June 2021, there is no legislation pending on AI governance in Canada.

Industry standards

Beyond regulation, researchers and advocates are working towards AI that centres social considerations instead of discovering and addressing problems after the fact. Indeed, AI can be developed and created to align with the goals of reducing systemic inequality and inequity, but as mentioned earlier it is not an easy task to program the complex norms and values into AI that humans understand when they are making predictions and decisions. Another question arises from this challenge: if such AI has not yet been robustly developed, what are the circumstances in which AI should not be used, and what are the best alternatives?

This also becomes a moral question involving trade-offs and values. Purposely aligning AI with social values means organizations may have to prioritize equity and other social considerations over profit or efficiency. Such a shift may require significant time and money, such as the costs of conducting research on social impacts or the potential revenue losses from not implementing new AI due to ethical reasons. Thus, there is a need for industry cooperation and collective action involving the establishment of standards, so that safe and responsible AI becomes accepted as a norm.

Representation

If a lack of representation of marginalized communities in the development of technology hinders inclusive and fair AI, this problem could be mitigated through more equitable hiring and promotions. There have been many studies on solutions for making workplaces, including technology companies, more inclusive to women and racialized groups. These include being more flexible to workers who need to prioritize caregiving (usually women); transforming non-inclusive hiring and recruiting practices that favour certain candidates (such as young men or people who have trained in elite schools); and working towards anti-racist and anti-sexist policies and culture. Schools teaching STEM also can usefully transform their cultures, as studies have shown that young women may be treated poorly by their classmates in engineering and made to feel like they do not belong there.

Another possibility that could result in teams being better equipped to address issues of equity would be by ensuring the involvement of different disciplines in AI development. Researchers have suggested that hiring humanities and social sciences scholars who have a comprehensive understanding of socioeconomic inequality, history, and critical theory involving gender, race, and other social identities could help organizations identify and solve ethical problems related to implementing AI.
Reskilling and upskilling

The COVID-19 pandemic has resulted in the decimation of high-contact industries such as tourism, hospitality, food services, and retail. These are also industries that disproportionately employ women. Concurrently, some research suggests that the high-contact jobs that are more likely to be replaced by automation tend to be done by women as well as racialized, Indigenous, and low-income groups. A focus on skills development and reskilling from both companies and governments may address these issues by helping ensure that some groups are not left behind. These initiatives could include designing new training opportunities; partnerships between government, companies, and post-secondary schools to ensure equitable access to reskilling or upskilling programs; and government and corporate support for initiatives and organizations that work to involve equity-seeking groups in STEM. It could also involve robustly funding the care sector, i.e. childcare and eldercare. This could provide hundreds of thousands of new jobs that are not susceptible to automation, especially for women, and would facilitate services for which the pandemic has revealed Canadian families are urgently in need.

Towards equitable AI

Current research on AI suggests that this is an important moment for leaders, policymakers, and researchers to prevent the reinforcement of inequality and inequity through technology. Much work is already being done by organizations across the country and around the world to advocate for equitable AI. In the academic landscape, there are several avenues for research, some of which are listed below:

• Conducting cross-disciplinary and interdisciplinary work on AI: Technical AI researchers can collaborate with researchers in social sciences and the humanities for a better understanding of the impacts of AI on groups facing marginalization, including on a global scale, as well as how these can be changed. Stronger connections can also be forged between marginalized groups and those creating the technology that impacts them.

• Creating new AI that aligns with social values: Innovative thinking and research is ongoing to understand how to implement algorithms and AI that align with values such as fairness and correct for biases and other harms. Researchers have explored how a focus on profit in AI is linked to reinforcement of marginalization. Future research could further develop alternatives focusing on other considerations.

• Investigating how regulation and policy can better mitigate harmful impacts: Research can continue to be undertaken into the optimal methods of regulating AI (i.e., laws and policies) and ensuring such regulations manage the potential tension between mitigating marginalization while also not stifling innovation.

AI has changed the economy and society. While it has the potential to better many lives, it can lead to significant harms. Since technology is created within contexts and histories of inequality and power, these are easily, though perhaps unintentionally, reproduced through AI systems. Numerous examples have shown that AI that is applied without attention to such contexts may reinforce discrimination and bias against women, racialized communities, and others experiencing inequity and inequality. AI also has the potential to place marginalized communities at further socioeconomic risk by replacing or restructuring jobs, especially considering that the economic stability of many livelihoods has already been damaged by COVID-19. These findings suggest the need for ongoing work in the following areas for businesses, policymakers and researchers:

• Technology companies and governments can focus on initiatives for equitable representation, especially in AI development,

• Creators, researchers and implementors of AI can prioritize aligning AI with social values such as fairness and equity, despite trade-offs for efficiency and profit,

• Governments can create policies and laws for AI that prioritize accountability and transparency, and require tech organizations to adhere to these principles,

• Governments and companies can work towards economic security for workers who are being doubly impacted by new technologies and a global pandemic through attention on reskilling and/or upskilling programs,

• Academic researchers can deepen knowledge on AI and inequity, such as by continuing interdisciplinary work on the social, political and environmental impacts of AI and developing new and different alternatives that prioritize mitigation of harm.

Research suggests that preventing the reinforcement of inequity through AI requires cross-sectoral and interdisciplinary work, from governments to academia to companies. That is, solutions will involve a combination of regulation and policy, new research and development towards fairer AI, shifting norms around who develops and makes decisions about AI, and ensuring accountability towards those who are most impacted. Without concerted efforts, the reinforcement of systemic bias and discrimination will continue to perpetuate through these technology systems that are becoming ubiquitous.
Endnotes


6. This research overview was based on a review of the existing scholarly research and other reports examining questions of: What are the impacts of AI on groups facing marginalization and inequity, and why do these occur? What is the future of Canada’s workforce in the context of AI and automation? How can our society effectively create an inclusive and equitable economy, in concert with the rise of AI? What research gaps exist and how can these be addressed to create more equitable AI? The synthesis is meant to investigate these questions in a way that is generative and informative rather than comprehensive. Considering there are many groups outside of academia doing work on the ethical and societal impacts of AI, the authors went beyond scholarly publications to include policy reports and other articles produced by researchers and advocates for equitable AI. To identify the literature to review and synthesize, searches for research and documents were conducted on databases such as JStor, EBSCOHost, Google Scholar, and Google search, and citations were examined to find further sources. Search terms included the various terms used to describe AI and its processes, such as “artificial intelligence”, “machine learning”, and “algorithms”, as well as terms that would speak to its impacts on equality and equity, such as “bias”, “gender”, “race”, “stereotypes”, “inequality” and “employment”. As this is a quickly developing field of research, searches were limited to the previous five years. We also consulted a number of academic experts in the social impacts of AI to identify additional research sources and to obtain feedback on earlier drafts.


36. The research on the effects of diverse work teams on their products and processes suggests they depend on circumstances, such as the types of tasks teams are undertaking. Some studies suggest culturally or racially diverse teams result in higher levels of product innovation as well as more creative performance and thinking, while others have found that it may lead to communication costs or conflict that reduces teams’ ability to innovate.
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